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S U M M A R Y  

We have systematically examined how the quality of NMR protein structures depends on (1) the number 
of NOE distance constraints, (2) their assumed precision, (3) the method of structure calculation and (4) the 
size of the protein. The test sets of distance constraints have been derived from the crystal structures ofcram- 
bin (5 kDa) and staphylococcal nuclease (17 kDa). Three methods of structure calculation have been com- 
pared: Distance Geometry (DGEOM), Restrained Molecular Dynamics (XPLOR) and the Double Iterated 
Kalman Filter (DIKF), All three methods can reproduce the general features of the starting structure under 
all conditions tested. In many instances the appareni precision of the calculated structure (as measured by 
the RMS dispersion from the average) is greater than its accuracy (as measured by the RMS deviation of the 
average structure from the starting crystal structure). The global RMS deviations from the reference 
structures decrease exponentially as the number of constraints is increased, and after using about 30% of all 
potential constraints, the errors asymptotically approach a limiting value. Increasing the assumed precision 
of the constraints has the same qualitative effect as increasing the number of constraints, For comparable 
numbers of constraints/residue, the precision of the calculated structure is less for the larger than for the 
smaller protein, regardless of the method of calculation. The accuracy of the average structure calculated by 
Restrained Molecular Dynamics is greater than that of structures obtained by purely geometric methods 
(DGEOM and DIKF). 

I N T R O D U C T I O N  

High-resolution N M R  has emerged as a useful method for the definition of  3D solution struc- 

tures of  proteins (W~thrich, 1986, Jardetzky and Lane, 1988: Clore and Gronenborn,  1989: Gro-  
nenborn et al., 1989). A prerequisite for the use of  N M R  data for this purpose is prior knowledge 
of  the pr imary sequence of  the protein, i.e. of  all constraints implied by chemical bond lengths, 
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bond angles and van der Waals radii. The primary source of  additional constraints derived from 
N MR  are the short-range ( < 6 ,~,) interproton distances estimated from Nuclear Overhauser En- 
hancement (NOE) measurements. For  smaller molecules, it is also possible to obtain ranges of  al- 
lowed backbone torsion angles from vicinal spin-spin coupling constants (Bystrov, 1976). In ca- 
ses, Where the secondary structure is well defined by a qualitative analysis of  the assignment data, 
backbone NH exchange data can be used to assign additional hydrogen-bonding constraints. In 
general, the sum total of the available constraints represents only a subset of the total number of 
constraints which would be necessary to uniquely define the 3D structure. Consequently, a large 
conformational space has to be searched in order to locate a global minimum - or minima - con- 
sistent with all available stereochemical and NM R constraints. 

In recent years a number of different computational methods for the calculation of  protein so- 
lution structures from NMR data has been developed. In principle these fall into three classes: (1) 
Distance Geometry (DG) (Kuntz et al., 1979, 1989), (2) Restrained Molecular Dynamics (RMD) 
(van Gunsteren et al., 1983: Scheek et al., 1989), and (3) Double-Iterated Kalman Filter (DIKF)  
or optimal filtering (Altman and Jardetzky, 1986, 1989; Koehl et al., 1992). Procedures using two 
or more of these in combination, and also in combination with simulated annealing protocols 
(Nilges et al., 1988) or back-calculation of  the spectra by solution of the relaxation matrix 
(Keepers and James, 1984; Lef6vre et al., 1987) are coming into increasing use. Given that both 
the interpretation of NM R data in terms of distance constraints and each method of structure cal- 
culation involve subjective judgments and specific assumptions at several steps, it is important to 
establish the exact conditions under which, and the extent to which, each method can reproduce 
known structures. Some studies along these lines have been reported (Braun and Go, 1985: Clore 
et al., 1987; Lichtarge et al., 1987: Altman et al., 1989; Pachter et al., 1990; Airman et al., 1992), 
showing that all known methods will correctly reproduce the topology of  the 3D protein fold 
within reasonable error limits. The continuing quest for ever greater precision in reporting NMR 
protein structures makes it necessary however to carefully reexamine the dependence of each 
method on (1) the number and (2) the (always subjectively determined) precision of the input con- 
straints and on (3) the size of  the protein. It must be borne in mind that the subjective judgments 
on such matters as the precision of NM R data constraints, the shape and magnitude of energy po- 
tentials used in some methods (RMD),  and inadequate protocols for sampling conformational 
space (Metzler et al., 1989) can easily lead to calculated structures that appear to be precise, but 
are in reality inaccurate (Jardetzky, 1991). The present paper reports a performance evaluation of  
three specific programs - DGEOM (Blaney et al., 1990), XPLOR (Brtinger, 1990) and PRO- 
TEAN II (Altman et al., 1990) in their dependence on the number and assumed quality of the 
constraints and on the size of the protein under investigation. 

METHODS 

Definition of the problem and calculational strategy 
The basic questions to be asked are: ( 1 ) How closely can each of  the existing methods of struc- 

ture determination reproduce a known structure, given an identical set of input data and (2) How 
reproducible are the structures obtained in successive calculations or how large is the spread of  
different structures compatible with the data'? The first question, one of accuracy, is usually ans- 
wered by comparing the root mean square deviations (RMSD) of  all atomic positions between the 
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calculated and the starting structure. The second, one of  precision, is answered by comparing the 
RMSD between different members of  a calculated family of structures and their average struc- 
ture. The global average RMSD is frequently taken as an overall measure of either accuracy or 
precision, but it must be borne in mind that it carries only a fraction of the information obtained 
from the test calculations: the global RMSD will not discriminate between a structure that is ac- 
curately reproduced except for one ill-defined segment, and a structure that is poorly reproduced 
on the average. These two types of results will generally have different causes, and to distinguish 
between them it is necessary to examine the entire RMSD profile for the test molecule. Given that 
NOE constraints are not uniformly distributed throughout a protein structure and that the 
evaluation of their precision involves subjective judgments, we use the global RMSD only as a 
rough guide, relying largely on segment-by-segment comparisons of the RMSD. 

The test systems chosen were the crystal structures of  crambin [~ 5 kDa, 46 residues, (Hen- 
drichson and Teeter, 1981)] and staphylococcal nuclease ]--- 17 kDa, 149 residues, (Loll and Latt- 
man, 1989)]. Protons were added to the crystal structures using the H BUILD algorithm provided 
in the XPLOR package of programs. The data sets used for determination of structure were based 
on the full set of interproton distances less than 6.0 ,~, extracted from each crystal structure (4099 
distances for crambin, and 17233 distances for staphylococcal nuclease). Since experimental 
N M R  measurements cannot routinely distinguish between the two a-protons in the glycyl residue, 
the two protons in methylene groups, and the three protons in the methyl grotlps within the 
protein, redundant distance constraints which require this distinction were removed. The remain- 
ing 'pseudoatomic'  distance constraints numbered 1960 for crambin and 6597 for staphylococcal 
nuclease (Wfithrich et al., 1983). These figures correspond to 42 and 44 NOE constraints/residue 

- numbers substantially larger than the 8-16 NOE constraints/residue typically obtained in NM R 
experiments. The constraints were divided into three classes: ( 1 ) those between 1.8 and 2.7 ,~,, (2) 
those between 2.7 and 4.1 ~,, and (3) those between 4.1 and 6.0 ,~. These classes can often be 
distinguished experimentally, based on the magnitude of the NOE, although this classification has 
been shown to be prone to a high degree of error (Madrid and Jardetzky, 1988; Madrid et al., 
1989). For distance constraints involving pseudoatoms, appropriate corrections were made as 

described in an earlier study (Wfithrich, 1986). 
The data sets used for the experiments testing the dependence of each structure determination 

method on quantity of data were created by randomly selecting different percentages of the total 
data sets as defined above. For crambin, data sets were constructed which contained 10%, 30%, 
50%, 70% and 100% of the total data set (corresponding to 4, 13, 21, 30 and 43 constraints/resi- 
due). These will be referred to as the '10% data set' or "70% data set" for the remainder of  this re- 
port. For  staphylococcal nuclease, a 30% and 70% data set from the total were constructed. 

In order to test the dependence of  each method on the precision of the constraints, we con- 
structed perturbed versions of the 30% and 70% data sets for crambin. In addition to the 'normal 
precision' data set, a "precise' version of  each data set was created with very tight bounds on the 
mean distances provided to each program. Similarly, an "imprecise' data set was created with 
more generous bounds around the mean distances. Since the form of the input for each of  these 
three programs is not exactly the same, we attempted to produce consistent data sets of each pre- 

cision in the proper format, as described in the next section. 
In order to test the effect of stereo-specific assignments and the use of pseudoatoms during these 

calculations, a comparison was also performed using full atomic representations as well as 
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pseudoatomic representations. This was done with the 30% and 70% data sets generated from 
crambin. 

Use of PROTEAN 
Ttie DIKF  calculations were carried out in a two step fashion: definition of  gross conformatio- 

nal topology followed by refinement. The first step involves using the hierarchical model building 
program, PROTEAN1 (Carrara et al., 1990), in which starting structures are determined by a 
coarse systematic sampling of  conformational space available to the secondary structures (which 
are assigned by analysis of  the interproton distances between adjacent residues in the sequence). 
For crambin, the two helices (residues 7-19 and 23-30) were used and their locations were sam- 
pled at intervals of 0.1 ,~, for position and 10 degrees for orientation. For  staphylococcal nuclease, 
the two anti-parallel 13-sheets (residues 7-10, 13-19, 21-27, 29-35, 71-75, and 91-95) and the three 
helices (residues 54-68, 98-106, and 121-135) were used for the tertiary folding. The position was 
sampled at 0.5 A and orientation at 10 degrees for [3-sheets and 30 degrees for helices. The result 
of  these calculations were large distributions of possible locations for each a-carbon in the back- 
bone of these secondary structures, which was then refined using PROTEAN2 (Altman et al., 
1990) with random placement of the backbone carbons not part of an identified secondary struc- 
ture. The first round of  refinement proceeded with NOE constraints between backbone atoms 
only (a-carbons and amide protons) using the results of  PROTEAN 1. The side chains were then 
added to the structure and the whole structure was subjected to further refinement with all the 
NOE constraints contained in the data set, as well as covalent bond, bond angle, and dihedral 
angle constraints. The PROTEAN2 program updated the structure for three iterations with each 
constraint, with a threshold of  0.1 standard deviation for termination of  each iteration. After in- 
troducing all constraints, the cycle is repeated until each constrained distance in the structure is 
less than 0.5 standard deviation from the mean distance provided to the program as input. 

For the DIKF,  a distance constraint is represented as a mean and variance. For  each of  the 
three classes of  constraint, the mean of  the range of  distances was taken: 2.25, 3.40, and 5.05, re- 
spectively. The variances for the 'normal precision' data sets, estimated from previously published 
validations of  the DIKF  and designed to reflect the experimental observation of uncertainty in the 
translation of NOE measurements as simple distances, were set to 0.20 ,~2, 0.49 ,~2, and 0.90 ~2. 
The variances for the precise data set were 0.10 ,~2 and for the imprecise data set were made 
double the value of the normal precision data set. 

Use t?/'DGEOM 
Since DGEOM uses only the bond lengths and angles from the starting conformation,  the pre- 

cise fold of the starting structure need only provide this information. In the two stages of  conjug- 
ate gradient minimization of  the error function, default convergence limits of  0.3 and 0.2 were 
used, along with weights on the sum of squares of  the fourth dimensional coordinates set to 0.0 
and 0.5 for the two stages, respectively. The final structures are accepted if all distance violations 
are less than 0.5 A and all chiral violations are less than 0.5 ,~,. For the normal, precise, and impre- 
cise data sets, the upper and lower bounds used for D G EO M were calculated from the variances 
used for the Kalman filter. Since the variance, V, of a uniform distribution from lower bound (l) 
to upper bound (u) is given by: 

V - (u - 1) 2 
12 
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and the mean, m, is given by: 
(u+ l )  

m - -  
2 

Then u and I can be derived: I = m - , ~ 3 V  and u = m + ~ .  
These values were used for the lower and upper bounds for DGEOM and XPLOR. They were 

constrained, however, by an absolute lower bound of 1.8 ~, (by van der Waals considerations) and 
6.0 ,~ (maximum distance used in creating data sets). 

Use of XPLOR 
In the X P L O R  calculations the same mean distances were used as for the DIKF ,  with lower and 

upper bounds set to 1.8 and 6.0 .A (and adjusted for precise and imprecise data sets in the same 
way as for DGEOM ) .  Random coils were generated as starting structures by assigning random 

values to the q~ and ~ angles. These extended chains were folded and then refined by a four-stage 
simulated annealing protocol (Brfinger et al., 1986; Brfinger, 1990): (I) 100 cycles of  restrained 
minimization to ensure acceptable geometry of  the initial structure; (2) iteration of dynamics with 
a time step of  2 ps at 1000 K. Through the process, the van der Waals interaction is suppressed 

(vdW weight = 0.002) so that a toms can pass by and through each other easily. The bond angle 

and dihedral angle force constants were set to 0.5 and 0.2 times their equilibrium values. For each 
iteration, the force constants of  the NOE constraints were increased by a factor o'f 1.5 until the 
calculation reached equilibrium; (3) the bond angle and dihedral angle force constants were set to 
their equilibrium values. The dynamics were performed with a time step of I ps, while cooling the 

temperature to 300 K (by 50 K steps), and the van der Waals force constants were raised to their 
equilibrium value by a factor of  1.5 per step; finally, (4) 300 cycles of  restrained minimization were 

performed. The RMS deviation from ideality in bond lengths is 0.04 A, while the RMS deviation 

from ideality for bond angles is 3.6 ~ 

RESULTS A N D  D I S C U S S I O N  

Fifteen structures were calculated from each data set for D G E O M  and XPLOR,  and one struc- 
ture by P R O T E A N ' .  As a measure of  accuracy, the atomic RMSDs between the averages of  the 
calculated structures and the crystal structure (from which all distances were derived) are listed in 

Table 1. All values for atomic positions are reported in ,~ngstroms (.A) and values for dihedral an- 

gles in degrees. For the D G E O M  and XPLOR calculations, the value reported in Table 1 is the 
distance of  the average structure from the crystal. For DIKF ,  the value reported is the distance 

between the crystal and the mean locations as calculated by the program. As a measure of  preci- 
sion, the average atomic RMSDs between each calculated structure and the average structure are 

listed in Table 2. The average standard deviations of  atomic positions are given for DIKF.  The 
three methods reproduce the crystal structure under all testing conditions, with XPLOR con- 
sistently being closer to the crystal structure. As expected, the quality of  the solutions improves as 

*Three of the DGEOM structures generated wilh the 10% data set did not converge. The average atomic RMS difference 
between these lhree structures and the crystal structure was 6.4 _+ 0.5. They were excluded from lhe remainder of the ana- 
lysis. 
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more data are provided (i.e., moving from the 10% to the 100% data set). Figure 1 shows the rela- 
tionship between RMS error from crystal and abundance of data for each of the three methods. 
It is apparent that the structural features of crambin become fairly well defined by all methods, 
even with the 10% data set, although the errors are substantially larger than with the 30% data set. 
The RMS of all heavy atoms for the 30% data set as compared with the 10% data set are improved 
from 2.9 to 1.7 A, 2.5 to 1.5 A, and 2.4 to 1.5 ,~ for the DGEOM, XPLOR, and DIKF, respective- 
ly. There is relatively less improvement for data sets of higher abundance. 

This result is of major importance. It shows that (1) the general features of a small protein can 
be reproduced from NOE constraints, even with a sparse data set of about 4 NOE constraints/re- 

TABLE I 
ACCURACY OF STRUCTURE CALCULATION: RMS DIFFERENCE BETWEEN AVERAGE STRUCTURES 
AND THE CRYSTAL STRUCTURE 

NOEs DGEOM 

Atomic RMS Angular RMS 

XPLOR DIKF 

Atomic RMS Angular RMS Atomic RMS Angular RMS 

Back- Heavy BB HA BB HA BB HA BB HA BB HA 
bone atoms 

Crambin 
Conventional constraints 

10% 2.0" 2,3" 31(10) 36(14) 2.0 2.3 21(6) 28(9) 2.0 2.4 39(10) 41(13) 
30% 1.2 1.9 24(7) 24(10) 0.6 1.1 14(2) 19(3} 1.4 1.5 30(7) 35(5) 
50% 1.1 1.3 20(7} 13(7) 0.4 0.6 14(2) 16(3) 0,9 1.4 26(8) 32(7) 
70% 0.9 1.2 22(5) I 1(9} 0.33 0.53 13(2) [6(3) 1.0 1.2 28(6) 34(7) 
100% 0.6 0.8 16(I) 17(0) 0.31 0.46 12(2) 20(2) 0.7 [.I 27(5) 33(3) 

Loose NOE constraints h 
30% 1.5 1,7 21{11) 23(5) 0.8 1.1 20(5} 21(8} 1.7 1.1 38(9) 34(10) 
70% t,2 1.4 20(8) 26(10) 0+5 0.8 15(2} 17(2) 1+1 1+5 39(4) 34(4) 

Tight NOE constraints' 
30% 1,0 1.2 18(4) 22(1) 0.5 0.6 I I(2) I8(2} 1,0 1.4 33(5) 37(4) 
70% 0.7 0.9 10(3) 9(2) 0.34 0.47 14(2) 17(2) 0.8 1.2 20(3) 23(2) 

Full atomic representation ) 
30% 1.2 1.6 16(7) 14(6) 0.7 1.0 d 14(1) 15(2) 1,5 2.1 28(9} 31(8) 
70% 1.0 1.3 19(1) 20(2) 0.6 0.9 • 16(1) 16(1) 1.1 1.5 29(6) 34(6) 

The effect of size: staphylococcal nuclease 
30% 1.6 2.3 33(15) 34(19) 0.9 1.3 2t(4) 20(7) 2.3 3.0 34(24) 37(25) 
70% 1.5 2+0 32(19) 33(18) 0.6 0.8 24(3) 23t5) 1.9 2.7 35(22) 37(27) 

"For 12 converged structures only. 
h Doubled the variances. 
' Exact distance with variances o[0,1 ,A2 
d H atoms were added to the structures, 
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Fig. I. The performance o f  the three methods o f  structure calculation ( D G E O M ,  XPLOR and D I K F )  is shown here as a 

function of  the percent of  total available interproton distances supplied by each method as compared to the crystal struc- 
ture. As epxected, the errors decrease exponentially as more data are provided. 

sidue, although the accuracy is only of  the order of 2.5-3.0 ,~, and (2) the limit to the accuracy at- 
tainable by any method ofcalculation is of  the order of  0.7-1.0 ,~, with relatively little gain in ac- 
curacy as the data set is increased above the 30% value of 12 14 NOE constraints/residue. In 
general, as has been noted before, it is n o t  the average number of constraints/residue, but the dis- 
tribution of  strategic constraints within the structure that makes a major contribution to the accu- 
racy of  the structure (Jardetzky, 1991 ). Increasing the number of constraints has a greater effect 
when energy potentials are also used, as in XPLOR. 

PROTEAN seems to do the best with poor  quality data sets: in the case of the 10% data set as 
well as with the imprecise data sets PROTEAN produces the closest match to the crystal struc- 
ture. Conversely, XPLOR seems to perform the best when precise, high abundance data sets are 
provided. PROTEAN and DGEOM perform equally as well with pseudoatomic and full atomic 
representations. XPLOR,  however, performs much better with full atomic representations. This is 
not unexpected, as XPLOR relies on additional energy constraints between atoms which more 
faithfully model the behavior of  real atoms. 

Figure 2 shows that the assumed precision of  the data is an important determinant of accuracy. 
It is more critical for high abundance data sets (such as 70%) than for lower abundance data sets 
(such as 30%). For  all three methods, the use of imprecise constraints at 30% causes the results to 
be slightly less accurate. However, the same decrease in data precision has a relatively larger effect 
on the 70% data set. For  example, XPLOR suffers only a 10% decrease in accuracy (from an error 
of 1.4/k to 1.3/k) when the imprecise 30% data set is compared to the regular 30% data set. How- 
ever, it suffers a 100% decrease in accuracy (from 0.5 A to 1.1 ,~) with the imprecise 70% data set 
compared to the regular 70% data set. This probably reflects the fact that the 30% data set produ- 
ces imprecisions that are roughly on the scale of the imprecision in the data, so the imprecise data 
do not substantially change the quality of the structure. On the other hand, the 70% data set im- 
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TABLE 2A 
PRECISION OF STRUCTURE CALCULATION (ATOMIC POSITIONS): AVERAGE OF THE RMS DIFFER- 
ENCE BETWEEN INDIVIDUAL CALCULATED "NMR' STRUCTURES AND THE AVERAGE 'NMR" STRUC- 
TURES" 

NOEs possible DGEOM XPLOR DIKF 

Atomic RMS Atomic RMS Atomic RMS 

Backbone Heavy atoms Backbone Heavy atoms Backbone Heavy atoms 

Crambin 
Conventionalconstraints 

10% 1.6• 2.0• l.l• 1.3• 0.6 0.7 
30% 0.5• 0.8• 1.0• 1.4• 0.7 0.9 
50% 0.5• 0.8• 0.5• 0.6• 0.8 1.0 
70% 0.45• 0.7• 0.4• 0.5• 0.8 1.1 
100% 0.37• 0.5• 0.4• 0.45• 0.5 0.7 

LooseNOEconstraints 
30% 0.7• 1.3• 1.1• 1.5• 0.7 0.8 
70% 0.5• 0.8• 1.0• 1.2• 0.6 0.8 

TightNOEconstraints 
30% 0.4• 0.6• 0.6• 0.7• 0.7 0.9 
70% 0.36• 0.65• 0.3• 0.4• 0.6 0.7 

Fullatomicrepresentation 
30% 0.4• 0.7• 0.6• 0.7• 0.5 0.6 
70% 0.3• 0.5• 0.5• 0.8• 0.5 0.5 

Staphylococcalnuclease 
30% 1.0• 1.4• 1.0• 1.4• 1.4 2.0 
70% 0.6• 1.0• 0.5• 0.9• 0.8 1.1 

.' See footnotes to Table I. 

plies a relatively precise solution which is adversely~ affected by the relatively larger imprecisions 

in the data  set. This phenomenon  may  not be gene(ally appreciated,  and demonst ra tes  that abso- 

lute abundance  o f  data may not produce  high quality structures if the precision o f  the data  does 

not increase with the abundance.  Unfor tunate ly ,  f o r m a n y  N M R  experiments the precision o f  the 

data  is difficult to assess, and conservative interpretat ion is often necessary. When  precise data  are 

available, however,  it appears  that a data  set o f  70% abundance  can reproduce the results obta ined 

with 100% of  the data  in less precise form. The compar i son  with the s taphylococcal  nuclease data  

sets (Fig. 3) shows that for the same percentage abundance  o f  constraints ,  larger structures are 

less well defined than smaller ones. The 30% data  sets for crambin produce  results in global 

R M S D  values within about  1.7 A o f  the crystal, whereas the 30% data sets for s taphylococcal  

nuclease produce  R M S D s  within approximate ly  2.6 ~, o f  the crystal. This trend is seen for the 70% 
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TABLE 2B 
PRECISION OF STRUCTURE CALCULATION (DIHEDRAL ANGLES): AVERAGE OF THE RMS DIFFER- 
ENCE BETWEEN INDIVIDUAL CALCULATED "NMR' STRUCTURES AND THE AVERAGE 'NMR' STRUC- 
TURES" 

NOEs possible DGEOM XPLOR 

Angular RMS Angular RMS 

tp ~ q0 

C r a m b i n  

Conventional constraints 
10% 30+7(5) 29-+4(6) 23+6(1l 22_+5(1) 
30% 28-+5 (6) 24+4 (6) 26+3 (2) 25+_3 (I) 
50% 30 -+4 (5) 30_+4 (5) 18 _+ 4 (01 19 + 4 (0) 
70% 27 + 3 (5) 25 _+ 3 (6) 20 -+ 2 ((11 21 _+ 2 (0) 
100% 23+4 (2) 23+4 (3) 17+3 (0) 18_+4 (0) 

Loose NOE constraints 
30% 30+5 (8) 29_+5(8) 18+3 (2) 19-+4 (3) 
70% 30_+4 (5) 29-+5 (6) 21 -+3 (1) 20_+3 (I) 

Tight NOE constraints 
30% 25_+5(5t 24_+4 (5) 21 -+3 (0) 21 _+3 (0) 
70% 210_+6 (2} 18-+4 (3) 15_+5 (0) 15_+ 5 (0) 

Full atomic representation 
_ - - - + -  I 30% 23+4(2) 17+3(2) 2I_+311) -v~ "(I 

70% 19+4(1) 13+3(0), 19_+3 (0) 20+2(01 

S t a p h y l o c o c c a l  nuc lease  
_ ~, +~ ~~ 21+3(31 20+3(41 ~0% 30_+2(21) . 0 _ -  I--) 
70% 25+2(16) 23+2(18) 19_+3(51 19_+3(51 

,' See footnotes to Table I. 

data sets as well. Although one might expect that similar numbers of constraints/residue should 
yield similar errors, this is not the case. As the molecular weight of a molecule increases and its 
overall dimensions increase, the number of  interproton distances less than 6.0 ~, will increase 
linearly with volume or the number of residues - and hence with N. The total number of inter- 
proton distances increases roughly with N 2. Therefore, a 70% data set drawn from the short set of  
distances will contain relatively less implicit information about the total set of distances, and 

therefore will produce structures with less precision. 
An obvious reason for the generally better results obtained for all data sets with the XPI_OR 

program is the fact that the energies used by the program contain implicit information about the 
limitations on structural dihedral angles based on the energetics of  their conformation. This is 
supported by Table 1, listing the errors in tp and ~ angles (as compared with the crystal) for each 
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Fig. 3. The pertbrmance of  the three methods with 30% data sets from a large and a small molecule (staphyloccocal nucle- 

ase and crambin, respectivelyl. With the same percent-abundance,  the larger molecule is less accurately determined by all 

three methods. This is a phenomenon related to the relatively decreasing abundance  of  short-range interproton distances 
as molecular size increases. 
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me thod .  The  table  shows tha t  X P L O R  p r o d u c e d  cons is ten t ly  lower  angu la r  e r rors  than  the o the r  

two me thods .  It is interest ing,  however ,  tha t  the e r rors  still r emain  in the region o f  25-30 degrees.  

The  reasons  for this p h e n o m e n o n ,  c o m m o n  to all three me thods ,  can be a t t r i bu ted  to the lack o f  

a ngu l a r  cons t ra in t s  and  the l imited n u m b e r  o f  d i s tance  cons t ra in t s  and  their  precis ion.  It m a y  also 

represent  the inheren t  l imits  o f  N M R  measuremen t s ,  which m a y  p rov ide  d ihedra l  angle  in fo rma-  

t ion for  smal le r  s t ruc tures  ( J a rde t zky  and  Rober t s ,  1981) but  do  not  in general  p rov ide  s t rong  - 

i.e. very precise - i n f o r m a t i o n  on these angles.  This  second poss ib i l i ty  is s u p p o r t e d  by the fact that  

X P L O R ,  which does  in fact p rov ide  add i t i ona l  i n f o r m a t i o n  a b o u t  d ihedra l  angles,  is a ppa re n t l y  

able  to min imize  these errors .  The  g loba l  R M S  differences be tween the ind iv idua l  s t ructures  cal- 

cu la ted  by the D G E O M  and  X P L O R  m e t h o d s  and  the s ta r t ing  crys ta l  s t ruc ture  are given in Ta-  

ble 3. The  average  R M S D  between ind iv idua l  s t ructures  and the crys ta l  s t ruc ture  is larger  than 

TABLE 3 
AVERAGE ACCURACY OF INDIVIDUAL CALCULATED NMR STRUCTURES: AVERAGES OF THE 
ATOMIC AND ANGULAR RMS DIFFERENCES BETWEEN INDIVIDUAL CALCULATED "NMR' STRUC- 
TURES AND THE CRYSTAL STRUCTURE" 

NOEs possible DGEOM XPLOR �9 

Back- Heavy tp ~ Back Heavy 
bone atoms bone atoms 

Crambin 
Conventional constraints 

10% 2.4+0.5 2.9• 37_+4(12) 33+3(12) 2.3+0.2 2.5• 
30% 1.3• 1.7-+0.2 35+4/11) 30• 1.3+_0.2 1.5_+0.2 
50% 1.2_+0.2 1.5_+0.2 35_+3(10) 31• 0.7_+0.1 1.0_+0.1 
70% 1.0_+0.1 1.3_+0.1 30• 29___3(9) 0.5_+0.1 0.6• 
100% 0.7• 0.9• 27+_2(6) 27• 0.41_+0.050.48• 

Loose NOE constraints 
30% 1.4• 1.9_+0.5 35+-3(10) 30+_4(10) 1.4-+0.2 1.7+_0.2 
70% 1.3_+0.2 1.7_+0.7 34+2(10) 30• 1.1+_0.1 1.4_+0.1 

Tight NOE constraints 
30% 1.1_+0.1 1.5• 32_+4(8) 28• 0.8+0.1 1.0+_0.1 
70% 0.8+0.1 1.0+0.1 28• 27+3(6) 0.43+-0.060.50+0.1 

Full atomic representation 
30% 1.3_+0.1 1.8_+0.2 30+_3(3) 23_+3(3) 0.8_+0.2 1.2_+0.1 
70% 1.1_+0.1 1.4_+0.1 23+_4(0) 19• 0.7_+0.1 1.0• 

31+_2(4) 31+4(5) 
27__+ 3 (3) 28+_4(4) 
22__+4(2) 22+3(2) 
22__+2(I) 20__+2(0) 
21_+3(0) 21_+3(0) 

30+__4(3) 30+_4 (3) 
25+3(1) 25+_3 (1) 

23__+_2(2) 24+3 (2) 
20+- 3 (0) 22• 

25__+2(1) 26+3(1) 
27+4(1) 24+3(1) 

Staphylococcal nuclease 
30% 1.9+0.3 2.7+0.4 29_+3(30) 29___2(31) 1.3+0.4 2.0+0.2 
70% 1.6+0.2 2.2+0.2 32+3(28) 30___3(29) 0.8+0. I 1.2+0.1 

26-+2 (7} 27+2(7) 
25+2(8) 25+-30) 

See footnotes to Table I. 
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the RMSD between the average structure and the crystal structure, because for the latter the posi- 

tions are averaged among the individual structures before taking the RMS averaging. 
In order to test how the number  of  sample structures used for calculating the average affects the 

accuracy of  the average, we have calculated the R M S D  of  the average from the crystal structure 
for 7,  11 and 15 sample structures. For D G E O M  the RMSDs  are 1.2, 1.0 and 0.9, respectively. 

For X P L O R  they are 0.32, 0.34 and 0.33, respectively. These numbers can be compared to the 

RMSD values reported in Table 1 for 12 structures each. Thus, with D G E O M  the accuracy im- 
proves somewhat  with the number  of  sample structures. For  X P L O R  it does not. This indicates 

that the use of  energy potentials in the calculation makes the distribution of  structures in succes- 
sive runs more uniform. We also note that accuracy of  the calculated average structure may show 
a dependence on the number  of  calculations only for methods using a target function, such as 

D G E O M  or XPLOR.  For  optimal filtering methods,  such as D I K F ,  which sample the conforma-  

tional space in a single calculation, the issue does not arise. 

Whereas Tables 1 and 3 illustrate the accuracy of  each method (i.e., its ability to accurately re- 

produce the crystal structure from which all constraints were derived), Tables 2A and 2B address 
the precision of  the methods. It shows the average R M S D  between individual calculated struc- 
tures and the average of these individuals for each data set (for D G E O M  and XPLOR).  For 

PROTEAN,  it reports the standard deviations of  the atomic positions as explicitly calculated by 
the program. As such, it provides information about  the spread of structures around the mean 

the precision of  each method. The XPLOR calculations are the most precise, while the PRO- 
T E A N  calculations are the least precise. For  the 10% data set, all three methods have precisions 
that are greater than their accuracy. That  is, the distance of  the calculated structures from one an- 
other is less than the distance of the calculated structures from the crystal structure (from which 

all data were derived). Thus, for example, for a 10% data set X P L O R  calculates a set of  structures 
which are, on average, 2.3 ,~ from the crystal structure. They are, however, only 1.3 ,~ from each 

other. For  the geometric methods the same is seen with a larger number  of  constants, and each of  
the methods can produce a set of  structures that are more precise than the data imply. 

The cross comparison between the mean structures calculated by the different methods is 
shown in Table 4. The extremely important  result apparent  from this table is that different meth- 

ods of  structure calculation do not 'converge on precisely the same structure. The global R M S D  
between structures calculated by different methods is at least of  the order of  1 ,~ and can be as 

much as 2 A, using exactly the same initial data set, with identical subjectively determined, preci- 

TABLE 4 
RMS DISTANCES IN ]~ BETWEEN THE AVERAGE DIKF, DGEOM, XPLOR AND CRYSTAL STRUCTURES 
OF CRAMBIN" 

DIKF DGEOM XPLOR Crystal 

DIKF 0 2.13 1.58 1.49 
DGEOM 0 1.7l 1.97 
XPLOR 0 1.06 
Crystal 0 

J 30% data set. heavy atoms. 
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sion of the constraints. The inherent accuracy of N M R  structures determined by any method of 

calculation has, therefore, to be taken to be of  this order of  magnitude and no better. The use of  
measures of  precision (spread in the family of  structures calculated by any one method) as a mea- 

sure of  accuracy is not justified in any case (Jardetzky, 1991). 
A very instructive comparison of  the R M S D  from the crystal for the average structures calcu- 

lated by each method of the a-carbons as a function of residue number  is shown in Fig. 4. The fi- 
gure shows that within a structure the R M S D  may vary by as much as a factor of  4, probably re- 

flecting the local variations in the density of  short-range constraints. In addition, while the local 
RMSDs  of  structures calculated by different methods tend to follow the same pattern, they are 

not always the same, suggesting that for a given density of  local constraints each method intro- 
duces its own bias in the sampling of conformational  space. Particularly noteworthy are the three 
large spikes in the R M S D  values of  the structure calculated by distance geometry. This is a clear 
indication that the sampling of conformational  space by this specific DG algorithm is, for some 

reason, not uniform. The results in this figure also underscore again the fact that the inherent ac- 

curat3' of  an N M R  structure, calculated by any method, is limited by a combination of  factors to 

R M S D  values of  the order of  1 A or more. Conversely, however, it is reassuring to find that the 
accuracy of  N M R  structures is as high as that, even with relatively modest data sets. A further 

study of R M S D  profiles is clearly indicated, especially as they can be used to diagnose poorly de- 
fined regions of  mobile protein molecules (Arrowsmith et al., 1991 a, b, Hua et al., 1991 ), provided 

that no artifacts are introduced by the method of calculation. 

There do not seem to be any serious systematic errors introduced by the use of  only short-range 
distance constraints per se; the average structures produced by each method do not appear  to be 
any closer to each other than they are to the crystal. If  they were systematically closer to one an- 
other than to the crystal, then one might believe that the categorical use of  short-range distances 
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might have systematically affected the ability of  these methods to extract the correct structure. 
There have been demonstrations in the literature that short-range distances tend to produce 'con- 
tracted' structures (Pardi et al., 1984) with systematically smaller overall volume compared to 
crystal structure controls. We have not addressed this issue in our study, although our results are 
compatible with this observation. We can, however, show that the magnitude of these types of  er- 
rors is not likely to result in global errors more than about 0.5 ,~. 

In order to compare the relative computational expense of  each of these methods, we ran each 
of  them with the 10% data set on crambin on the Cray/YMP at the Pittsburgh Supercomputing 
Center. The CPU times to calculate the crambin structure at the pseudoatomic level were 42 s, 
384 s and 4775 s per structure for DGEOM,  XPLOR and DIKF,  respectively. The D I K F  struc- 
ture is, of  course, more expensive because only one calculation is needed to quantify the positional 
uncertainty for each atom and so represents the equivalent of  many runs of  D G E O M  and 
XPLOR. Specifically, in the time required to calculate the D IK F  average structure and uncer- 
tainty estimates, one can obtain 114 D G E O M  structures or 12 XPLOR structures. 

CONCLUSIONS 

In the last five years, a number of  methods have been used to determine protein structures from 
N M R  data. The goal of the experiments reported here was to provide a check of  these methods 
and their consistency. It is quite reassuring that three methods based on extremely different math- 
ematical formalisms are able to take the given data sets and produce remarkably good protein 
structures with a reasonable amount  of computation. At the same time, however, there are cer- 
tainly small differences in the performance of  these programs that should require their users to an- 
alyze the results with a fair amount  of  circumspection. These differences may be exacerbated in 
the future as we push these calculational technologies to their limits with larger proteins, larger 
data sets, and larger uncertainties. We believe that the experiments described in this paper justify 
10 conclusions about the methods for structure calculation: 

(1) All of  the tested methods reproduce the 'gold standard'  structure reasonably faithfully. It is 
unlikely that any of  these methods will produce categorically incorrect structures, given reason- 
able data sets (i.e., greater than 10% of all possible short-range interproton distances or 4 NOE 
constraints/residue). 

(2) For all methods, the essential structural features are very well defined at 30% data abun- 
dance (10-14 NOE constraints/residue) for molecules the size of  crambin (5 kDa). They are also 
well defined at comparable data abundance for n~olecules the size of  staphylococcal nuclease 
(17 kDa), although the accuracy of  such calculations deteriorates slightly. 

(3) Restrained molecular dynamics produces structures that are both more accurate and more 
precise than the purely geometric methods, such as D G E O M  and PROTEAN.  The improved sat- 
isfaction of dihedral angular constraints results from the inclusion of explicit theoretical con- 
straints on these angles. 

(4) All the tested methods respond to perturbations in the data sets in the same (and expected) 
qualitative manner: (i) increased data abundance and increased precision of  the data produce bet- 
ter structures, (ii) decreased data abundance and decreased precision produce larger errors, (iii) 
full atomic representations allow more accurate structures, and (iv) larger structures take longer 
and require relatively more data to solve to the same precision. 
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(5) All three methods may show a precision that is not fully justified by their accuracy; the cal- 
culated structures can be more closely related to each other than to the reference structure. These 
differences are not dramatic, but may be important when uttrastructural questions are at issue. 

(6) PROTEAN and DGEOM have a comparable accuracy in these experiments~ but PROTEAN 
is less precise, given the same precision in the initial data set. There is an infinite number of struc- 
tures compatible with the means and variances produced by PROTEAN and some of them will be 
more compatible with the data than others. 

(7) The subjective judgment on the precision of the constraints is a major determinant of the ac- 
curacy and precision of calculated structures, regardless of the method of calculation. Imprecise 
constraints are generally more damaging to the performance of all three methods in situations of 
high data abundance. This is a result of the fact that imprecision limits the ability to satisfy more 
abundant data in an internally consistent manner. 

(8) Larger structures are determined less accurately and less precisely than smaller structures 
given the same data set abundance. This results from the fact that the abundance of short-distance 
constraints does not rise as rapidly as the abundance of total distance constraints, yet NMR can 
only capture the short distances. 

(9) The global RMSD as usually reported is only a rough measure of the quality of the struc- 
ture, A residue-by-residue comparison of the RMSD may reveal a contrast between well defined 
and poorly defined segments. However, it may also reveal unexpected bias in the method of calcu- 
lation. 

(10) The elapsed time for all methods is reasonable for proteins the size of crambin and staphyl- 
ococcal nuclease. PROTEAN calculates one mean and set of variances in the same time required 
to calculate roughly 114 DGEOM or 12 XPLOR structures. 

The choice of methodology for the calculation of a new NMR structure wilt, in general, depend 
on the specific questions being asked by the investigators. The data provided here help quantify 
both the relative and absolute performance of three methods for structure calculation. Of course, 
there are also likely to be numerous logistical considerations in the choice of method, including 
previous use of these algorithms, access to computational platforms and quality of data set. 

The question as to whether the commonly used combinations of methods (e.g. DIKF or DG 
followed by RMD) will produce a more accurate, rather than simply a more precise structure, has 
not been addressed in this paper because of the computational expense involved in running all the 
appropriate controls. It must be borne in mind that any 'refinement' calculation starting from a 
mean determined by another method can pull the mean away, as well as toward the initial "gold 
standard' structure, depending on the additional information (e.g. energy potentials) provided. 
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